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Motivation
• Methods to separately embed KBs and text into a vector

space(s) have been well-studied.
• Will aligning the KB and text vector spaces be an effec-

tive way to inject KB information into text embedding
and vice versa?

• If so, what is the best alignment method?

Article: United Nations Secretariat
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Nairobi, Santiago and Vienna, in addition to 
offices all over the world.
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Key Contributions
• First systematic investigation on KB-text embedding

alignment at scale.
– Wikidata: 14.6M entities, 1.2K relations, 261M facts
– Wikipedia: 8.2M articles, 2.1M words, 12.3M enti-

ties
• Evaluation framework with two tasks:

– Few-shot link prediction: text → KB
– Analogical reasoning: KB → text

• Release joint KB-text embeddings trained on the largest-
scale data to date.

Embedding Methods
Knowledge Base embedding model: TransE
Text embedding model: Skip-gram

The most populous city in the United States of America is New York City.
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Evaluation Framework
Few-shot Link Prediction

• Do link prediction for entities occurring rarely in the training set.
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Coronavirus disease 2019 
(COVID-19) is a contagious 
disease caused by severe acute 
respiratory syndrome 
coronavirus 2 (SARS-CoV-2). 
Symptoms of COVID-19 are 
variable, but oFen include fever, 
cough, headache, faHgue, 
breathing difficulHes, and loss of 
smell and taste. The U.S. FDA has 
approved the anHviral drug 
Remdesivir for the treatment of 
paHents with COVID-19.
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Analogical Reasoning ((h1 : t1) :: (h2 : ?))
• Test the information flow from the knowledge-base embeddings to the skip-

gram embeddings.
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The United States of 
America is a country 
primarily located in North 
America. It consists of 50 
states, a federal district, 
five major unincorporated 
territories, 326 Indian 
reservaLons, and some 
minor possessions. The 
most populous city is New 
York City.

(France: Paris :: United States: ?) -> Washington DC
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Experiments
Overall Results

Few-shot Link Prediction Analogical Reasoning

Model MR H@1 H@10 MR H@1 H@10

TransE 187 20.3 40.4 – – –
Skip-gram – – – 25 50.6 78.0

Projection 134 22.9 47.2 12 65.9 89.0
Same Embedding 102 30.7 51.8 11 60.7 87.5
Entity Name 116 23.1 46.7 8 66.5 91.0
Wikipedia Anchors 138 25.8 46.2 14 56.1 84.8

Table 1: Overall results for both evaluation tasks.

• Alignment methods significantly outperform the naive
TransE and skip-gram baselines for few-shot link pre-
diction and analogical reasoning respectively.

• Joint reasoning through alignment enhances both KB
and text entity representations.

• The inductive bias of a particular alignment method can
affect its performance on an evaluation task.

Case Study
• Knowledge base completion for COVID related rela-

tions using alignment models.
• Use the March 2020 Wikidata and December 2020

Wikipedia to train the alignment models.
• Evaluate on the difference of COVID related triples be-

tween March 2020 and December 2020 snapshots of
Wikidata.

• Alignment methods outperform the TransE baseline in
a majority of cases.

Relation TransE Projection Same Embed.

Risk factor 312 261 153
Symptoms 37 36 39
Medical cond. 371 267 330
Cause of death 314 246 299

Table 2: Link Prediction results for COVID-19 case study (Mean
Rank).
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